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Abstract. We integrate sub-families of a family of nonlinear Satiinger equations proposed

by Doebner and Goldin in thel + 1)-dimensional case which have exceptional Lie symmetries.
Since the method of integration involves non-local transformations of dependent and independent
variables, general solutions obtained include implicitly determined functions. By properly
specifying one of the arbitrary functions contained in these solutions, we obtain broad classes
of explicit square integrable solutions. The physical significance and some analytical properties
of the solutions obtained are briefly discussed.

1. Introduction

The semi-direct product of the group of diffeomorphisms and the Abelian group of smooth
functions onR” may be regarded as generalized symmetry groupn R”. From the
representation theory of this group, Doebner and Goldin derived a family of nonlinear
Schibdinger equations ofiR” [1-4], which have been called the Doebner—Goldin (DG)
equations [5] (for recent progress in the study of these equations see the contributions in

[6]):
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2870 P Nattermann and R Zhdanov

Here the real numbeb (with the physical dimension of a diffusion constant) labels
unitarily inequivalent representations of the generalized symmetry group involved in the
derivation of the nonlinear equations (1). It has been interpreted as a quantum number
describing dissipative quantum systems [3,4]. The real nunmibdalso with the physical
dimension of a diffusion constant) describes the magnitude of the real nonlinearity and the
dimensionless constants € R are ‘model’ parameters.

For the purpose of this paper it is more convenient to use the parametrization that is
obtained by rewriting equation (1) in terms of the real functiomgpy] only, following
the notation of [7-10]:

2 5
Fo,p) tidy =i Y wR[YIY + > Wi Ryl + noVy v #0. 3
j=1 j=1

Particular homogeneous equations of this type have also been considered in the context of
guantum mechanics by other authors, e.g. [11-17]

One of the interesting features of the family of DG equations (1) is its invariance under
a certain group of transformations [7, 8]

Nayy@) = ¢%(1+A+iy)lp%(lfl\+i}/) — |w|el()/ In|y|+A argy) @)

i.e. if ¢ is a solution of F (v, u), theny’ = N ,)(¥) is a solution ofF (v', '), where the
change of parameters und®f, ,) is

’ V1 r_ 14 /__V
vy = vy, = TN v+ vo "y Zvi+ e

2
’ Y Y / Mn3

_ _ = 5
Mo = 5pvi—yva— Suat Az K3 =~ (5)
2

/ y ’ y y !

_ =7 =" A = Auo.
Mg = —"U3+ g M5 = yls— Spa+ Aus mo = Ao

Thus, without loss of generality we can restrict our calculations to the particular choice of
parameters (a particulglauge see below)

V1 = —1 Vo = 0 (6)

Since the transformations (4) leave the position probability invariant,pi@et) =
p(xt), they have been calledonlinear gauge transformation§7,8]. This notion is
physically motivated by the fact that in (non-relativistic) quantum mechanics we basically
measure positions at different times. Furthermore, the transformations have been used to
construct a consistent notion of observables in a nonlinear quantum theory [18].

It turned out that besides such important properties of the DG equation as homogeneity,
separability and Euclidean invariance, which were ‘input’ by construction, equations (1)
possess a number of other attractive properties. Among them one should emphasize the
possibility of constructing explicit square integrable solutions, which is important for a
physical interpretation. In particular, some stationary and non-stationary (Gaussian and
travelling wave) solutions have been obtained [4,5, 9, 19-21].

The well known connection between exact solutions of partial differential equations
(PDEs) and their symmetry properties [22—24] as well as the necessity of classifying
equations (1) in a unified way, motivated a systematic study of their Lie symmetry in
[10]. As a result, one has to distinguish nine sub-families (characterized by conditions
on the parametera in the chosen gauge) with different maximal Lie symmetry algebras
sym(n). The relationship between these sub-families and their symmetries is indicated in
figure 1 (using the notation of [10]).
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symo(n)
syma(n syma(n) syma(n)
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1+ pe =0 e =ps =0 = —glaps, Ha F 1, e # 0

AN
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pa=1 pa=1 pa=1 =2 ps =2

Figure 1. Lie symmetries of the DG equation. Sub-families are characterized by their parameters
and arrows indicate the subfamily structure. The equations dealt with in this paper are in bold
frames.

Five of these symmetry algebras are finite dimensional ,&yrmsymy(n). Among them
(sym;(n)) we find the direct sum of the (centrally extended) ®dimger algebra and the
real numbers (due to real homogeneity of the equations). These equations thus fit into the
classes of Sckidinger invariant nonlinear evolution equations determined in [25-28].

The four remaining symmetry algebras are infinite dimensional.;eymand synj(n)
contain in addition to the elements of sy@) infinite-dimensional algebrag, and g, that
depend on a pair of (real) solutions of a linear forward and backward heat equations and a
(complex) solution of a linear Satdinger equation, respectively. In fact these symmetries
correspond to linearization of these sub-families, the first to a pair of forward and backward
heat equations, the latter to a Satlinger equation [29,30]. In contrast, the symmetry
algebras syf(n) and synf(n) contain an infinite-dimensional algebga that depends only
on one real-valued function. As a consequence, there is no local transformation (i.e. a
transformation that does not involve integrals or derivatives of the dependent variables)
linearizing the corresponding DG equations. Nevertheless, these equations as well as the
one admitting the finite-dimensional symmetry algebra gymare shown in the present
paper to be integrable byreon-local transformation of dependent and independent variables
in the case of one spatial variable & 1). Thus,all DG equations with exceptional
symmetries (bottom row of figure 1) sysynt, syms, synt, synf, areintegrable i.e. they
can be reduced to an equation which is either linear or integrable by quadratures.

The principal object of study in the present paper is the DG equatiofl i 1)
dimensions with parameters

v =-1 v, =0 mr=p2=ps=pus=0 (7)
vy =—1 v, =0 M2 = ps =0 3 =2 pa = —p1#0 (8)

i.e. the following coupled two-dimensional PDEs:

Vxx +M3( 4

2
" Im") +M0V(x)} W )

iv, = 1l
K {lm v
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2 2
i, = {(Ml —i)Im 1/:;" +2 (Im :ﬂ;) —puglm <1§;) + MOV(x)} . (10)

One of these DG equations is contained in the so-called Ehrenfest sub-family [4, 30] fulfilling

the second Ehrenfest relation: equation (9) with= 1, i.e. the DG equation with maximal

Lie symmetry sym(n). This equation is, furthermore, the only Sgtlinger and Galilei

invariant equation among (9) and (10). Nevertheless, in the free tase() all of these

DG equations admit travelling (solitary) wave solutions with arbitrary shape [9]. These

solutions are rediscovered as a particular case of the general solutions in this paper.
Using a polar decomposition

Y(x,t) =exp(r(x,t) +is(x,t)) (11)

we rewrite the above equations in the following way:

4 S +2rs, =0

Fi: 2 (12)
sy + ussy = —uoV
Ty + Sex + 215, =0

F>: 2 (13)
S + U1Sxx + 25)( = —uoV.

Let us note that the second equation of system (12) is nothing but the one-dimensional
Hamilton—-Jacobi equation, which is integrated either by contact transformation [31] or
by the method of characteristics [31,32]. The second equation of system (13) is the
potential Burgers equation which is transformed to the standard Burgers equation by means
of differentiation with respect t@ and a subsequent change— u. The Burgers equation
received much attention, since it describes a wide range of physical phenomena and is
known to be linearizable by the Cole—Hopf substitution [33, 34]. After the pioneering work
of Burgers [35] the mathematical theory of shock waves was developed (see [36, 37] and
references therein).

What is remarkable about systems (12) and (13) is that it is possible to construct the
general solutions of the first equations for arbitrary solutions of the second ones.

The paper is organized as follows. In section 2 we integrate the free equations, i.e.
equations (12) and (13) with a vanishing potentiél £ 0). In order to integrateéF; we
have to distinguish between the cages# 1 andus = 1, the latter corresponding to the
sub-family with the larger Lie symmetry algebra syim) > sym,(n).

Section 3 contains some remarks on the integration of the equations with potential and
two particular examples where the integration is carried out. The methods of integration
of F;, and F, in sections 2 and 3 yield their general solutions containing an implicitly
determined function. Consequently, these solutions are, generally speaking, implicit.
Therefore, in section 4 we give some explicit solutions for the free equation as well as for
linear and quadratic potentials by specifying one of the arbitrary functions of the general
solutions obtained in the preceding sections.

2. Integration of free DG equations
Putting in (12), (13)V = 0 we obtain the following PDEs:

- re 4 Syx +2rys, =0
Fl:{’ o (14)

S +,u3sf =0
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- i+ S +2rs, =0
s (15)

S; + U1Sxx + 255 =0

Henceforth we suppose that in (15) # 0, since otherwise system (15) is a particular case
of (14) with uz = 2.

2.1. Integration of the family~51

First, we turn to the integration of the system of nonlinear PDEs (14). As this system

admits only a finite-dimensional Lie symmetry group, there is no local transformation which

linearizes it. So the only possibility of transforming the system in question into an integrable

form is to utilize a non-local transformation of dependent and independent variables.
Differentiating the second equation of (14) with respect tand denoting

R(x,1) =r(x,1) S(x,1) = se(x, 1) (16)
we get
R, +2SR, +S,=0 S, + 2u3SS, = 0. (17)

We can apply the method of characteristics to integrate the second equation of
system (17) (see, e.g., [31,32]). As a result, we obtain the fundionx) in implicit
form

F(x —2ustS, S )=0 (18)
——— ——
w1 w2

with some sufficiently smooth functioR.

Since (18) is an implicit equation, solutiorf§x, t) will, in general, be defined only
locally in x and¢. Indeed, the only globallyx( r € R) defined smooth@?) solutions are
constant, and solutions defined for positive times have to be monotonically non-decreasing
in x. More general global solutions are discontinuous and lead to the non-uniqueness of
the initial value problem; consequently, one has to use additional arguments in order to
select the ‘physically relevant’ global solutions. The usual way is to employ the ‘entropy
method’ providing unigueness of the solution of the initial value problem [37]. Here we
will proceed to construct local (smooth) solutions and we will not consider how to extend
these solutions outside of their domain of definition. In section (4.1) there will be examples
of local solutions and solutions defined for positivand x € R.

Providedd F /9w, # 0, we can solve (18) locally fab,, thus getting

x = 2ugtS + £(S) (19)

where f € C?(R, R) is an arbitrary function.

If on the contraryp F /0w, = 0 holds, then by (18¥ = constant. Evidently§ = constant
solves the second equation of (17) and, furthermore, is not contained in the class (19). That
is why we have to distinguish the casgs# constant ands = constant and consider these
separately.

Case 1. S # constant. With the above condition the general solution of the second
equation of the system (17) is given by formula (19). We look for the general solution of
the first equation in the form

R=R(S,1) (20)

which is always possible since due to the second equation of§1# 0.
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Inserting (20) into the first equation of (17) yields a first-order linear PDE with non-

constant coefficients,

2(1— p3)S 1

A )y . S (21)

2ust + f'(S) 2pst + f'(S)
When integrating the above equation we have to distinguish two sub-gases1 and
us # 1. Let us recall that the DG equation with parameters (7) @apd= 1 satisfies the
Ehrenfest relation and, what is more, admits an additional symmetry operator (see figure 1).

Sub-case 1.3 = 1. In this case equation (21) takes the form

1
R=—— "
! 2t + f/(S)
and its general solution reads
R(S,0) = =3In(f' () +20) +5(S) g€ C*RR). (22)

Returning to the initial variableé, ¢, r(x, t), s(x, t)) yields the general solution of the
system of PDEs (14) with, # constantus = 1

rx, 1) = —3In(f'(S) + 2) + g(S)

x t (23)
s(x,t):/ S(s,t)ds—f $2(0, 7) dr
0 0

where f, g € C%(R,R) are arbitrary functions and = S(x, ) is determined implicitly
by (19) with uz = 1.

Sub-case 1.2u3 # 1. Using in (21) the transformation

R(S,t) = R(S,1) — S

; In
2(1— p3)
we get the homogeneous equation

5 2A-p3m)§ 5

" 2ust+ f1(S)

s =
The above PDE is integrated by means of the standard method of characteristics. Omitting
the details of integration we give its general solution

1 N
RS, H)=_- "~ InS+ g<2(/L3 — Dyrsre/iaD 4 / ¢Ywa=D () dg) (24)
2(uz —1)
where f, g € C2(R, R) are arbitrary functions.
Returning to the initial variables, ¢, r, s we obtain the general solution of the DG
equation (14) for the casg # constantus # 1

N
Py = IS g2 — asrs D / §1/(“3‘1’f’(§)d§>
2(uz—1)

. , (25)
s(x,r)=/ S(E,t)dS—,ua/ 520, 7) dr
0 0

where f, g € C3(R, R) are arbitrary functions and the functigh= S(x, t) is determined
implicitly by (19).
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Case 2.5 = constant In this case(x, t) = C1x+ B(¢) with a constantC; and an arbitrary
smooth functions(z). Substituting this expression into (14) we arrive at

r+2Cir=0  B(t)+usCi=0.
An integration of these equations gives rise to the following expressions dods:

r(x,t) = f(x —2Cyt)
f 1 ) (26)

s(x,t) = C1x — u3Cit + Ca

whereC1, C; are arbitrary real constants. Thus we have rediscovered the travelling (solitary)
wave solutions with arbitrary shape [9] as a particular case of the general solution.

We have established that any smooth solution is contained (at least locally) in one of
the classes given by (23), (25) and (26). Summarizing we arrive at the conclusion that the
general solution of the free DG equation (9) splits into two inequivalent classes:

@)

Y(x.1) = f(x — 2C1t) expli(C1x — uaCit + Co)} (27)
whereCy, C, are arbitrary real parameters, and
(2)
(F'(S) +20)"2g(S)
X exp |(f S(s,t)dg—/ $2(0, t)dr)} =1
0 0
Yx, 1) = (28)

S
Sl/zws—bg(zwg — 1)r§ra/(a=D +/ Cl/(‘“_l)f/(é“)dé“)

X exp i(/XS(é,t)dg—m/ SZ(O,t)dt)} us#1
0 0

where f, ¢ are arbitrary, sufficiently smooth functions asd = S(x, ¢) is determined
implicitly by (19).

Although these formulae give the general solution of the corresponding DG equation
for all us, the caseus = O deserves special consideration, as the general solution of the
system of PDEs (14) witlkz = 0 can be obtained in explicit form. The second equation
of (14) yields thats does not depend on time, so

s, =f(x)  feC*RR).
Inserting this into the first equation we get a first-order PDErfor
re+2f (0Or + f'(x) = 0. (29)

The casef (x) = constant leads to a travelling wave solution (27) with= 0, C; = 0; if
f'(x) # 0, then the general solution reads

X dé:
r(x,t) = <2t —/ ) —1nf'(x) 30
¢ re) 2" (30)
whereg € C%(R, R) is again an arbitrary function.
Consequently, the general solution of the DG equation (9) with= O is either given
by a travelling wave solution (27) withz = 0, C; = 0, or by
dg
1)

Y0 = (f' ()78 <2t —/ )exp{if(x)}. (31)
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2.2. Integration of the family?,

Let us turn to the integration of the DG equation (15). First, as noted above, the second
equation is the potential Burgers equation, which is is linearized by logarithmic substitution.
Furthermore, we reduce the order of spatial derivatives in the first equation by a linear
transformation of the dependent variables. Thus, the transformation

v(x, 1) = —pr(x, ) +s(x, 1) u(x, 1) =exp<2s(x,t)) (32)
M1

reduces system (15) to the form

uv; + v, =0 Uy + iy, = 0. (33)
The second equation may be taken as the integrability condition of the vector field
(u, —p1uy) ON spacetimed,u = 9, (—u1uy), SO that it is the gradient of a smooth function
p(x, 1),

O = — ity @ =u. (34)
With this remark the first equation of the system (33) is rewritten to be

PV — QU = 0

and is easily integrated(x, t) = f(¢(x,t)), where f is an arbitrary, sufficiently smooth
function.
Solving (34) with respect tp we get

go(x,t):/ u(é,t)dé—,ulf u(0,7)de +C (35)
0 0

whereC is an arbitrary constant.
Returning to the initial variableé-(x, 1), s(x, t)) we get the general solution of the DG
equation (10)

t

Y(x, 1) = (u(x,r))%f</o u(€, 1) dg —m/o

whereu(x, t) is an arbitrary solution of the heat equation

u, (0, ‘L')d‘l?) exp{wz1 Inu(x, t)} (36)

U+ Uilhyy = 0 (37)

and f is an arbitrary smooth function.
Finally, we note that the travelling wave solutions of [9] are reobtained using the
particular solution

u(x,t) = exp{—a (x — at)}
M1

of the heat equation (37).

3. DG equation with non-vanishing potential

Surprisingly enough, DG equations (12), (13) are integrated in quadratures even in the case
whenV(x) # 0 (i.e. in the presence of a non-vanishing potential). Unfortunately, for the
family F; the corresponding formulae are implicit and cumbersome. That is why we restrict
ourselves to considering in detail system (12) with an additional conspgiat 1 (i.e. the
Ehrenfest sub-family of (12) is studied); this system was also considered in [29].
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3.1. Integration of the family;
Choosing in (12)u3 = 1, we obtain the following system of PDEs:
rr+2r:8, + 5 =0 s + sf + woV(x) =0. (38)

Differentiating the second equation with respectrttand making the change of dependent
variables (16) we arrive at a system of first-order PDEs:

R, +2SR, + S5, =0 S, + 2858, + noV'(x) =0. (39)
A solution of the above system is looked for in the form
t=u(x,S) R =v(x,S). (40)

This transformation is defined in any domain whefes 0. So again we have to
distinguish two casess; # 0 and S, = 0.

Case 1.5, #£ 0. Inserting (40) into (39) we get
woV' (®us —28u, +1=0 oV’ (x)vg — 28v, + % _o.
us

A further change of variables

ilx,S) =ux,S) i(x, ) =v(x, ) + 2 Inus(x, S) (41)
transforms the system to

oV (x)iis — 2Sii, +1=0 woV' (x)vs — 2859, = 0. (42)

Thus, combining local and non-local transformations of the dependent and independent
variables we linearized and decoupled the differential consequence of (38). Integrating
these equations yields

u(x, ) = %/ (8% + po(V (@) = V)Y 2 d + f(52 + oV (x))

(x, S) = g(5% + uoV (x))

(43)

where f, g € C2(R, R) are arbitrary functions.
Returning to the variablesx, ¢, R(x, t), S(x,)) we obtain the general solution of
system (39) in an implicit form
t=3 / (S2(x. 1) + po(V(x) — V()2 dé + £(S2(x, 1) + oV (x)) (44)
R(x,1) = 3InS,(x, 1) + g(S*(x, 1) + poV (x)). (45)

Finally, rewriting these equations in the initial dependent variablés, ), s(x, t)) we
get the general solution of the initial DG equation

r(x, 1) =—21InS;(x, 1) + g(S%(x, 1) + noV (x))
x t 46
s(x,t):/ S(s,t)ds—/ 520, 7) dr — uoV ()t + C (46)
0 0

where S(x, t) is a smooth function determined implicitly by (44) arflg are arbitrary
sufficiently smooth functions.
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Case 2.5, = 0. With this condition the system of PDEs (39) is easily integrated to yield

x d;;:
R(x.t) = —1In(Cy — oV +<2—/ )
(x,1) 2IN(C1 — oV (x)) d JC1 — 1oV ©®)
S(x,t)=\/m

whereg is an arbitrary sufficiently smooth function aiid is an arbitrary real constant.
Rewriting the above expressions in the initial variable&, ¢), s(x, t)) we get

x d
r(x,t):—iln(Cl—MOV(x))‘f'g(Zt_/ W)
(47)

s(x, 1) =/0 VCi— o) ds — Cat + C2

whereC, is an arbitrary constant.

Thus, we have established that the general solution of the DG equation (9 ywthl
splits into the following two classes:

1)
Yx, 1) = (S (x,0)2g(5%(x, 1) + 1oV (x))
x exp{i(f S(E, 1) d& —/ 52(0, 7) dr — poV (0t + c)} (48)
0 0

whereg € C2(R,R), C € R andS(x, t) is determined implicitly by (44) and
2

_1 ! dé >
) =(Cr—poV) g2 = | —e
Y(x, 1) = (C1— noV(x)) g(t /0 C1— oV (@)

xexp{i< / mds—cﬂm)} (49)

whereg € C3(R,R) andCy, C, € R.

3.2. Integration of the family,

Integrating system (13) with potentials is similar to integrating the free systam) (= 0)
in section 2.2. Using the change of variables (32) for (13) we arrive at the following system
of PDEs for new functions(x, r) andv(x, 1):

2
up + ity + # V(x)u=0 uv; + pau vy + oV (x)u = 0. (50)
1

Now, given a potentiaV (x) and an arbitrary solution(x, t) of the first equation of this
system, one can construct a general solution ¢) of the second equation which leads to
a solution of the initial system:

Wx, 1) = (u(x, 1)} exp(—,qlu(x, 0+ i% Inu(x, z)) . (51)
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4. Explicit solutions

As mentioned before some of the obtained solutions of the DG equatidocatén the sense
that they are not determined on the whole pl&3%e However, for physical applications one
needsglobal solutions and, what is more, they should be square integrable, i.e. the integral

p=/ V(x, )Y (x, 1) dx (52)

is to be finite. If it is, the quantityo(x,7) = (1/p)¥(x, HY(x,1) > 0 is treated as a
probability density of a distribution of the wavefunctignin space at a given time.

4.1. Explicit solutions of the familyy

Evidently, the travelling wave solutions of the free DG equation (9) given by (27) are
defined on the whole plane and, consequently, are global. To ensure square integrability of
these solutions one has to restrict the choice of the arbitrary fungtimnsquare integrable
ones,

p:/oo f2(1)dr < 0.

Thus, the travelling wave solutions are square integrable provjdid

Solutions (28) are, generally speaking, local, since the funcfion ) contained in
these solutions is determined implicitly by formula (19) and the existence of a solution
is only guaranteed locally by the implicit function theorem. In order to obtain explicit
expressions for global and strictly local solutions we consider solutions (28) with linear and
guadratic functionsf, respectively.

For linear functionsf,

f(S) = —2uzasS u3#0

the implicit equation (19) foS can be solved globally and we g&tx, 1) = x/2us(t — a).
Thus, we arrive at the following class of explicit solutions of the DG equation (9)$ct 0
containing an arbitrary smooth functign

o) V2us g ((f— o)~ Mis ix? }

(t —a) g((t—a) x) exp{4ﬂ3(t “o (53)
These solutions are square integrable, provided, and are well defined on the whole
planeR? with the possible exception of the line= « for uz > 0, where they converge
to as-function at the origin for suitable functions Note that in this case the wavepacket
spreads out for — oo in the sense that the probability of finding the system in any finite
interval converges to zero,

b
,'L”Jo/ Vx,HY(x,t)dx =0 Ya,b e R. (54)

Thus the behaviour of the solutions for large times is similar to that of solutions of the
linear Schodinger equation. A notable difference is the behaviour mear; unlike the

linear case, there is a whole family of solutions (labelledghywith the §-function as an

initial distribution atr = «. For u3z < 0 the behaviour of the wavepacket is reversed, i.e.

it spreads out for — « and converges to a delta function in the origin for> oco. In

view of a quantum mechanical interpretation of the DG equation (9), this may be a reason
to reject the case of positives.
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In particular forg(z) = exp(—z?) solutions (53) coincide with the Gaussian waves given
explicitly for uz = 1 in [20].
A quadratic functionf,

f(S) =s?

gives rise to strictly local solutions of the DG equation. Indeed, inserting it into (19) we
obtain a quadratic equation with respectsto

S? 4 2u3tS —x = 0. (55)
It has real solutions in the case+ u%zz > 0 only, i.e. S(x, 1) is not defined inside the

parabolax + 5t = 0. Solving (55) yieldsS(x, ) = —ust & /x + u3t%; according to

the general solutions (28) we have to choose the positive sign singefXS) (uz = 1)
and S (us # 1), respectively, have to be positive. Hence, according to (28), we arrive at
the following class of strictly local explicit solutions of the family (9) containing an
arbitrary smooth functiorg:

2 r\7* ol AN 2 r\*
(vxu—z) g( (V"H‘z)‘ (vxu—z) )
. i2 12 [ 2 ¢ t 1
X exp 3( <x+4><x+4—2>+2x> n3 =3
—1/2u3
v D= <\/X+,U«§t2+(ll3—1)f> g((\/erM%fz—ust) (56)

(us=1)/us3
(e o-n) )
xexp 32t + 3% (x4 w2~ war) + st}

The domain of definition of these solutions is the &at ¢) : x + /L%tz > 0}. Furthermore,

as the function,/x + 132 is not defined forx at —oco at any given timer, |t| < oo,
solution (56) is not square integrable.

In this context let us remark that in general solutions (28) are square integrable at a
given timer provided

(i) the (possibly infinite) limitsa. = lim,_, 1o S(x, t) exist and

(ii) g is square integrable on the interval [ a.].

This statement follows from a change of the integration variable S(x, ).

Before turning to DG equations with non-vanishing potentials we examine solution (31)
of the particular caseiz = 0 of the family F; that we have omitted before. If the first
derivative of f has no zeros, then the solution given by (31) is certainly global. Again, a
change of the integration variable shows that the solution is square integrable, provided that

(i) the (possibly infinite) limitsay = lim . [y dr/f’(r) exist and

(ii) g is square integrable on the interval | a.].

In the case of non-vanishing potentials we concentrate on the following specific
potentials:

(1) the linear potential

Vix) = g aelR (57)
Mo
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(2) the harmonic oscillator potential

a2
V(x) = —x? aeR (58)
Mo

(3) the anti-harmonic oscillator potential

a2

V(x) =——x2 a eR. (59)
Mo
First we consider the Ehrenfest cgsg= 1, the integration of which has been studied
in detail in section 3.1.

(1) For linear potentials (57) the implicit equation (44) reads

1
t=—=8(x, 1)+ f(S%(x, 1) + ax). (60)
a
If we choosef = 0, thenS(x,t) = —at. Thus, we get a class of explicit solutions
from (48):
2
V(x, 1) = glx +at? exp{—i (atx + %t?’ - C)} . (61)

These solutions are defined on the whole plR3eand square integrable, providgds.
Another class of explicit solutions is obtained directly by means of formula (49):

W(x, 1) = (Cr—ax)"ig (at +J/Cr— ax) exp{i (—?)za(cl —ax)? —Cut + C2>} (62)

where g is an arbitrary twice continuously differentiable functiofy, C, are arbitrary
parameters. These solutions are only defined on the half-plane) : x < C1/a}.
Analogously we construct explicit solutions for the (anti-)harmonic oscillator potentials.
We give these without derivationg (s an arbitrary sufficiently smooth functiofy, C, are
arbitrary parameters.)
(2) Harmonic oscillator potential (58)

Y(x,t) = (sin 2at)‘%g (sin 2m) exp[i (%xz cotur + Cl)} (63)

Y(x, 1) = (C3— azxz)_fllg (,/Cf — a?x2sin 2at — ax cOS ZU)
X C? . ax
X exp{l <2,/Cf —a?x? + i arcsin - — C2t + C2>} (64)

1

(3) Anti-harmonic oscillator potential (59)
N . _1 X . E 2
Y(x,t) =(SinhZt) 2g (sinh ?at> exp{| <2x coth it + Cl)} (65)
Y(x,t) = (Cy+ azxz)_%g ((ax +C1+ azxz) e‘z”’)
. C
X exp{l <;\/C1 +a%x2 4 i In ‘ax +vC1+ a2x2‘ — Cit + C2>} . (66)

As mentioned in section 3.1, general solutions of the farfjly9) with w3 £ 1 are given
by cumbersome implicit formulae. But with the particular choice of the potentials above
it has explicit solutions containing one arbitrary functigne C%(R,R) (and a constant
C e R):
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Case l:u3z =0.
(1) Linear potential (57):
V(x, 1) = g(x + at®) exp{—i(atx + C)} (67)
(2) harmonic oscillator potential (58):
Yx, 1) = &7 g(x€ ") exp{—i(a?tx? + C)) (68)
(3) anti-harmonic oscillator potential (59):
Yx, ) =g (xe‘z”z’z) expli(a®tx? + O)). (69)

Case ll: uz3 = A2 > 0.
(1) Linear potential (57):

a?)?
Y(x,t) :g(x+at2)exp{—i <atx+3t3+C)} (70)
(2) harmonic oscillator potential (58):
_ . _1/2)L2 X . a 2
Y(x,t) = (Sin2ait) g ((Sm?a?»t)W> exp=| <ﬁx cotart + C)} (71)
(3) anti-harmonic oscillator potential (59):
— (ai —1/22 X (4 2
¥(x,t) = (sinh Za\t) g ((sinh %M)mz) exp{l (ZAX coth Z1At + C)} . (72)

Case lll: puz3 = —A2 < 0.
(1) Linear potential (57):

2 . Clz)\z 3
Yx,t) = gx +at®)expy—i atx—Tt +C (73)
(2) harmonic oscillator potential (58):

¥ (x, 1) = (sinh 202’ g (W) exp{—i (%xz coth s + c)] (74)

(3) anti-harmonic oscillator potential (59):

W(x, 1) = (sin A0 Y2 g <W> exp{—i (%xzcotzzu + c)} . (75)

When the linear potential solutions are similar to the travelling wave solutions of the
free case; the shape of the wavepacket is conserved and ‘moves’ with constant acceleration
2a due to the constant force.

For the harmonic oscillator potential ants > 0 the solutions are oscillating with
the frequencyw = 2,/uza and fort — nr/w, n € N they converge td-functions just
like the fundamental solution of the linear Setinger equation with this potential (see
e.g. [38,p 63]); but—as in the free case—there is a whole class of solutions for the DG
equation (9) that converge tfunctions periodically!

Similarly for the anti-harmonic oscillator potential apd > 0; we again have a whole
class of solutions, where a initidHfunction atr = 0 spreads exponentially in time.

The roles of the harmonic and the anti-harmonic oscillator are exchanged for negative
U3-

In the boundary casgs; = O the effect of the (anti-)harmonic oscillator is lost; the
solutions of the harmonic oscillator converge tas-function for + — oo, whereas the
solutions of the anti-harmonic oscillator do so for> —oc.

If we chooseg(z) = exp(—z?) we re-obtain the Gaussian wave solutions discussed in
[9, 20].
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4.2. Explicit solutions of the family,

Clearly, if the functionu(x,t) is a global solution of the heat equation (37) then the
formula (36) gives a global solution of the DG equation (10). And what is more, it is
square integrable provided

(i) the (possibly infinite) limitsas = liM .o ( S ue, oy de =y [ u (0, 7) dr) exist
and

(ii) f is square integrable on the interval [ a.].

In order to construct explicit solutions of the famifp (13) for linear and quadratic
potentials (57)—(59) we have to solve equations (50). After some tedious calculations we
obtain the following solutions:

(1) linear potential (57):

Y(x,t) = f(x+at2)exp{—i(atx+2;t3+C)} (76)
(2) harmonic oscillator potential (58):
2

¥ (x, 1) = (cos 2/ 2at) i f (cos?/?m) (77)
x exp{—i (zaﬁxztan 2 2at + % Incos 2/2ar + C) } (78)

(3) anti-harmonic oscillator potential (59):

1 x2

= h2a/2at)"2 T — 79
V(1) = (cosha/2ar)”2 <cosh ZfZat) (79)
x exp{i <2aﬁx2tanh A/2at — % Incosh 3/2at + C)} (80)

Here f is an arbitrary twice continuously differentiable function afids an arbitrary
constant.

5. Conclusion

As mentioned above, Lie symmetries of the considered DG equations are not extensive
enough to provide their linearizability by means of local transformations. PDEs (9), (10)
prove to be integrable because of infiniten-local symmetries admitted. Take, as an
example, system (38). It has been decoupled into a system of two linear first-order PDEs (42)
by means of non-local transformations of dependent and independent variables (16), (40),
(41). It is well known (see, e.g., [22]) that any linear first-order PDE admits an infinite
parameter Lie transformation group. Consequently, system (42) possesses an infinite local
symmetry. But after being rewritten in the initial variables ¢, r(x, 1), s(x, t)) it becomes
non-local and cannot be found by using the infinitesimal Lie algorithm (for more details
about non-local symmetries of linear and nonlinear PDEs see [39, 40]).

In the case involved, the existence of non-local symmetry was indicated by a change
of local symmetry of the DG equation when the parameters were specified to be (7), (8).
These additional local symmetries form the top of the ‘iceberg’, the main part of which
consists of non-local symmetries enabling us to integrate the corresponding DG equations.

Since we have the formulae for general solutions of systems of PDEs (9), (10) it is
only natural to apply these to analyse the initial value problem for these systems, which is
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important for a physical interpretation of the equations. For example, using formula (36) it
is not difficult to prove that the initial value problem

2 2
iy, = {(Ml_i) Im I/:;x +2<Im1/:;> — palm <1/$> }1/,

¥ (x, 0) = ro(x) expliso(x)}

whererg, so € C*°(R, R) are arbitrary functions such thatyso(x) # —oo, has a unique
solution given by the formula (36) whergx, ¢) is a solution of the initial value problem
for the heat equation

1
r+ iy =0 u(x,0) = eXP{So(x)}
Mn1

and the functionf (y) reads

1
F ) = R(h(y)) EXD{—MS(h(y))} .

Hereh(y) is determined implicitly by the relation

h(y) 2
y= / exp{ So(f)} dr.
0 M1

But for the DG equation (9) an analysis of the initial value problem is complicated due to
the complex structure of its general solution.

The method of integration of DG equations developed in the present paper for the
case of one space variable can be extended to the physically more interesting case of
three spatial dimensions. The principal idea of such an extension is the utilization of the
generalized Euler—Argge transformations of the spagex, u(t, ), u, (¢, ), gradu(t, x))
suggested in [41]. The above transformations were used to study compatibility and to
construct a general solution of the four-dimensional nonlinear d’Alembert—eikonal system.
This problem is under investigation now and will be a topic of our future publications.

Acknowledgments

We appreciate useful discussions with H-D Doebner, W | Fushchych, G A Goldin and W
Licke and we are grateful for their remarks and suggestions. One of us (RZ) would like to
thank the ‘Alexander von Humboldt Stiftung’ for financial support.

References

[1] Doebner H-D and Goldi G A 1992 On a general nonlinear Setimger equation admitting diffusion currents
Phys. Lett.162A 397-401

[2] Doebner H-D and Goldi G A 1993 Manifolds, general symmetries, quantization and nonlinear quantum
mechanicsProc. 1st German—Polish Symp. on Particles and Fields (Rydzyna Castle, (Si&gppore:
World Scientific) p 115

[3] Doebner H-D and Goldi G A 1993 Group theoretical foundations of nonlinear quantum mechanicales
de Fisica, Monografias, Vol Il, Proc. 17th Int. Conf. on Group Theoretical Methods in Physics (Salamanca,
1992) (Madrid: CIEMAT) pp 442-5

[4] Doebner H-D and Goldi G A 1994 Properties of nonlinear Séldinger equations associated with
diffeomorphism group representatiodsPhys. A: Math. Ger27 1771-80

[5] Dodonor V V and Mizrah S S 1993 Doebner—Goldin nonlinear model of quantum mechanics for a damped
oscillator in a magnetic fielfPhys. Lett.181A 129-34



(6]
(7]

(8]

&l

[10]

[11]
(12]

(23]
[14]

[15]

[16]
[17]

(18]

[19]
[20]
(21]

[22]
(23]

[24]
[25]
[26]
[27]
(28]
[29]
(30]
(31]
(32]
(33]
[34]
[35]

[36]

On integrable Doebner—Goldin equations 2885

Doebner H-D, Dobre V K and Nattermann P (ed) 1998onlinear, Deformed and Irreversible Quantum
SystemgSingapore: World Scientific)

Doebner H-D, Goldi G A and Nattermam P A 1996 A family of nonlinear Scbdinger equations:
linearizing transformations and resulting struct@eantization, Coherent States and Complex Structures
ed J-P Antoineet al (New York: Plenum) pp 27-31

Goldin G A 1995 Diffeomorphism group representations and quantum nonlinearity: gauge transformations
and measurememonlinear, Deformed and Irreversible Quantum Systeah$1-D Doebner, V K Dobrev
and P Nattermann (Singapore: World Scientific) pp 125-39

Nattermann P and Scherer W 1995 Nonlinear gauge transformations and exact solutions of the Doebner—
Goldin equationNonlinear, Deformed and Irreversible Quantum SysteidH-D Doebner, V K Dobrev
and P Nattermann (Singapore: World Scientific) pp 188—-99

Nattermann P 1995 Symmetry, local linearization, and gauge classification of the Doebner—Goldin equation
Rep. Math. Phys36 387-402

Kibble T W B 1978 Relativistic models of nonlinear quantum mecha@iosnmun. Math. Phy$4 73-82

Guerra F and PusterlM A 1982 A nonlinear Sclidinger equation and its relativistic generalization from
basic principled_ett. Nuovo Ciment@4 3516

Smolin L 1986 Quantum fluctuations and inerlays. Lett.113A 408-12

Vigier J-P 1989 Particular solutions of a nonlinear Sclimger equation carrying particle-like singularities
represent possible models of de Broglie’s double solution thBbgs. Lett.135A 99-105

Sabatie P C 1990 Multidimensional nonlinear Séalinger equations with exponentially confined solutions
Inverse Problems$ L47-53

Bertolami O 1991 Nonlinear corrections to quantum mechanics from quantum gréwisy Lett154A 225-9

Ushveride A G 1994 Dissipative quantum mechanics. A special Doebner-Goldin equation, its properties
and exact solutionPhys. Lett.185A 123-7

Lucke W 1995 Nonlinear Scbdinger dynamics and nonlinear observabMsnlinear, Deformed and
Irreversible Quantum Systemed H-D Doebner, V K Dobrev and P Nattermann (Singapore: World
Scientific) pp 125-39

Goldin G A 1992 The diffeomorphism group approach to nonlinear quantum systends Mod. PhysB 6
1905-16

Nattermann P, Scherer W and Ushveedk G 1994 Exact solutions of the general Doebner—Goldin equation
Phys. Lett.184A 234-40

Nattermann P, Scherer W and Ushveddz G 1995 Correlated coherent states of the general Doebner—Goldin
equationint. J. Mod. PhysB to appear

Ovsiannike L V 1982 Group Analysis of Differential Equation®ew York: Academic)

Olver P J 1986Applications of Lie Groups to Differential Equatioi&raduate Texts in Mathematid€7)
(Heidelberg: Springer)

Fushchych W I, ShteleV M and Sere@ N | 1993 Symmetry Analysis and Exact Solutions of Equations of
Nonlinear Mathematical Physid®ordrecht: Kluwer)

Fushchyb W | and Chernig R M 1985 The Galilean relativistic principle and nonlinear partial differential
equations]. Phys. A: Math. Genl8 3491-503

Fushchyb W | and Chernig R M 1989 Galilei invariant nonlinear equations of Safinger type and their
exact solutions. Ukrainian Math. J.41 1161-7

Fushchyb W | and Chernig R M 1989 Galilei invariant nonlinear equations of Sainger type and their
exact solutions. IUkrainian Math. J.41 1456—63

Rideau G and Winternitz P 1993 Evolution equations invariant under two-dimensional spacetiiairgyghr
groupJ. Math. Phys34 558-70

Auberson G and Sabati® C 1994 On a class of homogeneous nonlinear &lihger equationd. Math.
Phys.35 4028-40

Nattermann P 1994 Solutions of the general Doebner-Goldin equation via nonlinear transforiedimns
XXVI Symp. Math. Phys. (TanuL993)(Toruh: Nicolas Copernicus University) pp 47-54

Courant R and Hilbert D 1953, 196%@ethods of Mathematical Physiesl 1, 2 (New York: Interscience)

John F 198ZPartial Differential EquationgNew York: Springer)

Hopf E 1950 The partial differential equation + uu, = pu,, Commun. Pure Appl. Matt8 201-30

Cole J D 1951 A quasi-linear parabolic equation in aerodyna®icAppl. Math.9 225-36

Burges J M 1940 Application of a model system to illustrate some points of the statistical theory of free
turbulenceProc. R. Neth. Acad. Sci. Amsterdai® 1-14

Lax P 1973 Hyperbolic systems of conservation laws and the mathematical theory of shoclOwafié3oard
Math. Sci. (SIAMYL1



2886 P Nattermann and R Zhdanov

[37] Smoller J 19835hock Waves and Reaction—-Diffusion Equatifivew York: Springer)

[38] Feynma R P and Hibb A R 1965Quantum Mechanics and Path IntegrgiSew York: McGraw-Hill)

[39] Andersa R L and Ibragimov N Kh 1978ie—Bdcklund Transformations in ApplicatioBhiladelphia: SIAM)

[40] Fushchyb W I and Nikitin A G 1989Symmetry of Quantum Mechanics Equati¢Mescow: Nauka)

[41] Fushchych W |, ZhdanoR Z and Reven& | V 1991 General solutions of the nonlinear wave and eikonal
equationdUkrainian. Math. J.43 1471-86



